The POEMS project is creating an environment for end-to-end performance modeling of complex parallel and distributed systems, spanning the domains of application software, runtime and operating system software, and hardware architecture. To enable end-to-end modeling of large-scale applications and systems, the POEMS framework is designed to compose models of system components from these different domains, to integrate multiple modeling paradigms (analytical modeling, simulation, and actual system execution), and to allow different components to be modeled at multiple levels of detail. The key components of the POEMS framework include a generalized task graph model for describing parallel computations, automatic generation of the task graph by a parallelizing compiler, a specification language for mapping the computation on models for operating system and hardware components, a library of analytical and simulation models for components from the different domains, and a knowledge base describing the performance properties of widely-used algorithms. This paper provides an overview of the POEMS methodology and illustrates several key components of the POEMS framework. We illustrate the POEMS modeling capabilities for performance prediction of Sweep3D, a complex benchmark for evaluating wavefront application technologies and high performance parallel architectures.

1. Introduction

The goal of the Performance Oriented End-to-end Modeling System (POEMS) project is to create and experimentally evaluate a problem solving environment for end-to-end performance modeling of complex parallel/distributed systems, spanning application software, runtime and operating system software, and hardware architecture. The POEMS project combines innovations from communication models, data mediation, parallel programming, performance modeling, software engineering, and CAD/CAE to realize this goal.

The motivation for POEMS is that determining the end-to-end performance of large-scale computational systems across all stages of design enables more effective development of these complex software/hardware systems. POEMS, to the extent that we are successful, will enable a new generation of performance modeling technology. Multi-scale models allow different components of a system to be modeled at varying levels of detail via the use of associative-object-based module interfaces. Multi-domain models integrate components from three different semantic domains, namely application software, runtime/OS software, and hardware. Multi-paradigm models allow an analyst to use the model evaluation paradigm—analytical, simulation, or the software or hardware system itself—that is most appropriate for the goals of the performance study.

The POEMS project is building an initial library of models, at multiple levels of granularity, for modeling scalable architectures like those envisaged under the DOE ASCI program, and for modeling complex adaptive
systems like those envisaged under the DARPA GloMo and Quorum programs. The project supports evaluation of component behaviors through analytical models and through application of discrete-event simulation at multiple levels of detail. The analytical models include deterministic task graph analysis [1], and the LogP [8] and LoPC models [9]. POEMS supports detailed simulation of a variety of state-of-the-art processors and memory hierarchies and incorporates parallel evaluation of discrete-event simulation models through application of the Maisie simulator [4]. The project is also building a knowledge base of performance data that can be used to estimate the performance properties of widely-used algorithms as a function of architectural characteristics.

POEMS development is being driven by modeling of the behavior of large-scale complex applications on parallel architectures. The first driver application is the Sweep3D program that is being used to evaluate advanced parallel architectures at Los Alamos National Laboratories.

This paper describes the POEMS conceptual framework and methodology (section 2), the Sweep3D application (section 3), the performance tools and initial library of models that are under development for Sweep3D (section 4), and some preliminary results from our multi-paradigm evaluation of Sweep3D (section 5). Section 6 discusses related work and the conclusions of the work are given in section 7.

2. POEMS Methodology

The major elements of the conceptual framework of POEMS are a general model of parallel computation and the use of associative objects as the representation basis for components. The models developed in POEMS span three domains: application, operating system, and hardware. The application domain represents parallel computation as a dynamic task graph where nodes represent sequential computation units and edges represent dependencies. The operating system domain provides the models for process and memory management, inter-process communication, and parallel file systems. The hardware domain provides models for the processor and memory components, where the latter includes models for cache memory as well as shared memory hierarchies.

In this section we describe the general model of parallel computation used in POEMS (section 2.1), automatic generation of the task graph models for parallel applications (section 2.2), the task execution descriptions that characterize the execution of components of the task graph on particular processors and memory hierarchies (section 2.3), the POEMS framework for compositional modeling (section 2.4), and the POEMS performance recommender (section 2.5).

2.1 General Model of Parallel Computation

The POEMS representation of parallel computations is based upon a generalized dependence graph model of parallel computation. A task level data flow representation of this model of computation is obtained by defining the nodes in the data flow system to have extended dependence relationships. Synchronous parallel execution is obtained by extending the data dependence relationships (and specifications of the firing rules for the nodes) to regard a clock as a unit of computation.

A concrete realization of this model of parallel computation is a dynamic hierarchical dependence graph where the nodes are instances of associative objects and the arcs represent flow of information from node to node. The graph is dynamic in that nodes and arcs can be instantiated during execution. The graph is hierarchical in that each node can itself be an interface to another generalized dependence graph and that a node in one domain may invoke nodes in both its own and implementing domains. The nodes may be defined in different domains as shown in figure 1.

A node executes when the computation reaches a state when its associated “firing rule” evaluates to true. Each arc has associated with it a data type specification, which is called a transaction.

![Figure 1. Multi-Domain Dependence Graph.](image)

2.2 Automatic Task Graph Construction

The POEMS generalized task graph representation provides workload information at various levels of abstraction for both analytical and simulation models. Furthermore, the representation is designed to be computable automatically by a parallelizing compiler, but
may be computed manually for explicitly parallel programs.

The application representation in POEMS is based on a
combination of static and dynamic task graphs. The static
task graph is a compact, symbolic graph representation of
the parallel structure of the program, including the parallel
tasks, precedence edges between tasks, and a subset of the
control flow (including loops). It is independent of
program input values and computed results. The dynamic
task graph is a directed acyclic graph that captures the
precise parallel structure of an execution of the application
for a given input [1]. The dynamic task graph is important
for supporting detailed and precise modeling of parallel
program behavior. For programs where the tasks are
statically scheduled on to the processes (as in most
message-passing programs), the dynamic task graph can
be represented very concisely by combining all the tasks
allocated to a particular process between synchronization
points into a single “task.” For other cases, the dynamic
graph is computed on demand (from the static task graph)
during model evaluation.

Data-parallel compiler technology from the Rice
University dHPF compiler project [3] will be used to
compute the static task graph representation for key
elementary programs, including High Performance Fortran
(HPF) as well as manually parallelized programs. The key
steps required to construct the static graph are selecting
the units that will be represented as tasks, and identifying
the precedences, communication and synchronization
patterns among the tasks. There are some significant
challenges to be faced in constructing the graph. First,
computing a symbolic representation of the
synchronization and communication patterns requires a
powerful symbolic analysis capability, potentially greater
than that required for parallelization alone. As one
example, in the Sweep3D application described in section
3, eight different communication patterns (for the eight
octants) are encoded in a single piece of code using three
symbolic “direction” parameters, and these direction
values are computed outside the sweep function. Second,
the compiler must recognize and capture non-static
behavior where the task graph may depend on
intermediate computational results. For example, in
Sweep3D, a different flux computation is used after the
simulation has proceeded for a certain number of time
steps. This requires alternative sets of tasks and
precedences to be captured in the graph, along with the
governing condition. Finally, in manually parallelized
codes, the key additional challenge is to extract as much
static information as possible about the communication
and synchronization patterns in the program. In general,
these might be obscured by SPMD control flow,
procedure boundaries, and non-standard communication
libraries. The dHPF compiler infrastructure provides a
combination of symbolic analysis, interprocedural
analysis, and communication analysis capabilities that will
enable us to address these challenges.

Static and dynamic task graphs for the Sweep3D
program are given in section 3.2. These graphs,
constructed by hand, have aided in identifying the issues
that need to be addressed in automating the task graph
generation, as described above.

2.3 Task Execution Descriptions (TEDs)

The size of the multiprocessor systems and applications
that will be modeled by POEMS requires that analytical
modeling be used as much as possible and simulation be
focused on the most important regions of the design space,
and used to validate, support, and refine the analytical
models.

Analytical modeling requires parameter values that are
used to evaluate task execution time. Simulation of a
single task’s execution time (which will be used both for
exploring detailed memory hierarchy performance and for
computing parameter values for the analytical models)
requires either an executable representation of the task or
its memory address trace.

To meet these goals, POEMS will use a Task
Execution Description (TED) to describe the modeled
execution of a task. A TED is associated with each node
of an application's task dependency graph. A TED
contains the parametric definition of a hardware
subsystem on which the task is to execute, which is
comprised of processor, memory, and transport
components as described in section 2.4. In addition, a
TED contains the attributes required to define the method
used to model single-task execution. The methods that are
being evaluated for simulating individual tasks are
instruction-driven, execution-driven, and trace-driven
simulation. For enhanced throughput, performance
database queries will be used to compute task execution
times for specific configurations of hardware subsystems.
The performance database will represent a sparse matrix
of recorded task execution times computed from
simulations and/or system measurements. These
methodologies are described further in section 4.4.

2.4 Compositional Modeling Using Associative
Objects

POEMS is developing a specification language and a
programming environment for the general dependence
dependence graph (task graph) model of parallel computation. In this
environment, the nodes of the graph are instances of
associative objects which can be specialized to workload, software, and hardware components. Data mediation methods [24] are used to integrate the associative objects, thus enabling composition of multi-scale, multi-domain and multi-paradigm components into a coherent system model.

An associative object is a “standard object” encapsulated with an associative interface [19, 17, 7]. The key concepts are that objects are defined in the context of a semantic domain and the properties of objects are defined in terms of the attribute set of a semantic domain.

As an example, the POEMS hardware domain is comprised of three classes of component models. The processor component model utilizes processor component attributes to define the processor(s) to be simulated. The memory component model permits the specification of all types of memory components, such as cache, translation lookaside buffer (TLB), and main memory. The transport component model allows the specification of all the system that send/receive data, such as interfaces from a processor to a level-one cache, from a level-one cache to a level-two cache, and from a processor to an interconnection network. Each component of a class (e.g., each transport component) is semantically identical; there is one basic model with a set of associated attributes. A component is an instantiation of this basic model, having identical attributes, but possibly different values paired with these attributes.

An associative interface specifies all of the interactions in which a component can participate via two elements: an “accepts” interface for the services that it implements and a “requests” interface that specifies the services it requires. Interfaces are specified in terms of the attributes that define the behavior and the states of the standard objects. An object that has associative interfaces is said to be an associative object and an object that interacts through associative interfaces is said to have associative interactions. An associative interface is an extension of the associative model of communication [6] to define complex dynamic interactions among object instances.

An accepts interface consists of a profile, a transaction, and a protocol. A profile is a set of name/value pairs over the attributes of the domains. An object may change its profile during execution. A transaction is a type definition for a parameterized unit of work to be executed. A protocol specifies a sequence of elementary interactions. A requests interface consists of a selector expression, a transaction, and a protocol. A selector expression is a conditional expression over the attributes of the domains. The selector may reference attributes from the profiles of other objects. A selector is said to match a profile whenever it evaluates to “true” when evaluated using the attributes of that profile. A match that causes the selector to evaluate to “true” selects an object to receive a message or an invocation. The parameters in a profile and selector that match should either conform or the match should include a mechanism to translate the transaction in the requests interface instance to the transaction in the matched accepts interface and vice versa.

The firing rule for each node in the data flow graph includes one or more selectors that must evaluate to true for the rule to fire. The matching of selectors in requests to profiles in accepts thus both composes a dynamic data flow graph and controls the traversal of the graph that models the execution behavior of the system. The integration of associative objects into the generalized dependence graph model of parallel computation is illustrated in figure 2.

![Figure 2. Schematic of a Node of a Dependence Graph as an Associative Object.](image)

### 2.5 Performance Recommender

The POEMS Performance Recommender system facilitates the selection of computational parameters for widely used algorithms, to achieve specified performance goals. In the Sweep3D context, for example, it is used to obtain the parameters of the algorithm (e.g., grid size, spacing, scattering order, angles, k-blocking factor, convergence test), system (e.g., I/O switches), and machine (e.g., number and configuration of the processors). This facility captures the results of system measurement as well as modeling studies (discussed in section 4), providing insight into how inter-relationships among variables and problem features affect the performance of applications. It functions at several levels ranging from the capture of analytical and simulation model results to those of the measured application.
We are using a kernel (IFESTOS), developed at Purdue [16], that supports the rapid prototyping of recommender systems. IFESTOS abstracts the architecture of a recommender system as a layered system with clearly defined subsystems for problem formulation, knowledge acquisition, performance modeling, and knowledge discovery. The designer of the recommender system first defines a database of application classes (problems) and computation class instances (methods). The data acquisition subsystem generates performance data by invoking the appropriate applications (e.g., Sweep3D). The performance data management subsystem provides facilities for the selective editing, viewing, and manipulation of the information so generated. Performance analysis is performed by traditional attribute-value statistical techniques and “mining” this information produces useful rules that can be used to drive the actual recommender system. This approach has been demonstrated successfully for problem domains in numerical quadrature and elliptic partial differential equations [16]. Currently it is being applied to the Sweep3D application, described next.

3. POEMS Driver Application: Sweep3D

We consider the problem of predicting the performance of an ASCI kernel application called Sweep3D on large-scale parallel architectures such as the IBM SP/2 or the SGI Origin2000. This section contains a brief description of this application; section 4 discusses how the performance analysis tools in POEMS are being applied to Sweep3D.

3.1 Overview of Sweep3D

The Sweep3D kernel is a solver for the three-dimensional, time-independent, neutral particle transport equation on an orthogonal mesh [11]. The main part of the computation consists of a balance loop in which particle flux out of a cell in three Cartesian directions is updated based on the fluxes into that cell and other quantities such as local sources, cross section data, and geometric factors.

Figure 3. Mapping the Wavefronts of Sweep3D on a 2D Processor Grid.
The flux of a given cell cannot be computed until all of its upstream neighbors have been computed, implying a recursive or wavefront structure. This structure is repeated along the eight diagonal directions through the cube (referred to as octants). Figure 3 shows how this 3D algorithm is partitioned on a 2D processor grid (i and j dimensions). A wavefront consists of a block of 'k' cells and a block of angle values for each octant. The wavefront in the figure is originating from the lower left corner of the processor grid (octant 7) and has three cells per k-block. The sweep in octant 7 consists of additional wavefronts for each of the angle blocks until the last k-block has been computed on the processor in the upper right.

3.2 Sweep3D Task Graph

The static and dynamic task graphs for the sweep phase of Sweep3D on a 3x3 processor grid are illustrated in figures 4 and 5. Figure 4 shows a hierarchical view of the static task graph. On the right, two of the eight octants in each time step of Sweep3D are displayed, and the computation and communication tasks performed by each processor for each octant are shown on the left. Figure 5 shows the dynamic task graph for two wavefronts within one octant. Communication tasks are circles numbered with a send/receive processor pair, and computation tasks are squares numbered by a computing processor. The critical path for the two wavefronts are the two long vertical sequences of tasks.

Figure 4. Static Task Graph for Sweep3D on a 3x3 Processor Grid.
4. POEMS Performance Analysis Tools

In this section we describe the initial POEMS analytical and simulation tools for end-end performance prediction, illustrating how these tools are applied to Sweep3D.

4.1 LogP and LoPC

Two of the analytical modeling capabilities in POEMS are the LogP model [8] and an extension of LogP known as LoPC [9]. The task graph for a given application elucidates the principal structure of the code, including the communication events, from which it is relatively easy to generate the LogP or LoPC equations. We illustrate this approach using the Sweep3D application.

As explained above, the Sweep3D application has a pipelined wavefront structure in which each of the m×n processors is mapped to a rectangle in the IJ plane, denoted by (i,j), and alternately performs a block of computation followed by sending data to two nearest neighbor processors. The time to compute one block of wavefront data is modeled in LogP or LoPC as:

\[ W_{ij} = W_g \times \text{MMI} \times mk \times it \times jt \]

where \( W_g \) is the measured time to compute one grid point, and \( \text{MMI}, \ mk, \ it, \) and \( \text{jt} \) are the input parameters that
specify the number of grid points per block per processor. The LoPC model includes an inflation factor for \( W \) that accounts for processing incoming messages during the computation; however, since the SP/2 has a message coprocessor this inflation factor is one for the SP/2.

To account for the pipelining of the wavefronts across the processors, the LogP/LoPC models use the following method for computing the start time for processor \((i,j)\) during a right downward sweep:

\[
\text{startP}_{i,j} = \max(\text{startP}_{i-1,j} + W_{i-1,j} + o + L, \text{startP}_{i,j-1} + W_{i,j-1} + 2o + 3L)
\]

where \( o \) is the processing time for an incoming message and \( L \) is the time for the message to be sent across the interconnect. LoPC adds a term for contention at the message processing resources; however, estimates of this term are negligible for the SP/2 and the application parameters of current interest. The sweeps in other directions have a recursive equation with a similar form to the above.

The Sweep3D application makes a sweep across the processors for each octant pair. We compute the critical path time for the first two right downward sweeps as:

\[
\text{time}_{3,4} = \text{startP}_{m,1} + 2(W_{m,1} + o + 2L) \times \#\text{k-blocks} \times \#\text{angle-groups}
\]

This is the time until the processor \((m,1)\) has finished communicating the results from the last block of the second sweep. At this point, the third sweep can start at processor \((m,1)\). We compute the critical path time for the next two upward right sweeps as follows:

\[
\text{time}_{1,2} = \text{startP}_{1,n} + 2(W_{1,n} + o + 2L) \times \#\text{k-blocks} \times \#\text{angle-groups} + W_{1,n}
\]

This equation represents the time until processor \((1,n)\) has finished with the fourth sweep. Since the final four sweeps will have the same total time as the first four, we compute the total execution time per iteration of Sweep3D as follows:

\[
T = 2(\text{time}_{3,4} + \text{time}_{1,2})
\]

The model estimates of execution time are shown in section 5 to be quite accurate when compared with measured Sweep3D execution time for the Fortran implementation on the SP/2. If other pipelined wavefront applications exhibit contention for message processing resources, this contention can be included in the LoPC model as noted above.

### 4.2 Deterministic Task Graph Analysis

Another analytical model in POEMS is parallel program performance prediction based on deterministic task graph analysis [1]. The inputs to the model are a task graph that describes the tasks and synchronization behavior of an application, a description of the task scheduling method used to allocate tasks to processors, and parameters describing the computational cost and average communication rate of each task.

The model is a two-level hierarchical model in which the application is modeled as a task graph with deterministic total task times, and contention in the underlying parallel system is modeled using a stochastic queueing network. The queueing network model is solved using AMVA to compute the mean values of the task residence times, and these are used as deterministic task execution times in analyzing the task graph model [2]. A modified critical path analysis is used to analyze the task graph, modified to account for task scheduling when the number of ready tasks exceeds the number of available processors. The assumption of deterministic task times is essential to enable a very efficient solution of the task graph, and to make it practical to solve the queueing network for every combination of tasks in execution (viz., \( O(N) \) times for a task graph with \( N \) tasks).

The deterministic task graph analysis has been shown to be efficient and consistently accurate for several shared-memory programs (including three from the Splash benchmarks [20]). It also has been shown to be useful for predicting the impact of program design changes, including the benefits of sophisticated dynamic and semistatic scheduling algorithms that improve communication locality as well as load-balancing [1]. Task graph analysis of the Sweep3D application is in progress.

### 4.3 Execution-driven System Simulation

POEMS includes a modular, execution-driven, parallel program simulator called MPI-SIM that has been developed at UCLA [15]. MPI-SIM can evaluate the performance of existing MPI programs as a function of various hardware and system software characteristics that include the number of processors, interconnection network characteristics, or message-passing library implementations. The simulator can also be used to evaluate the performance of parallel file systems and I/O systems [5]. Supported capabilities include a number of different disk caching algorithms, collective I/O techniques, disk cache replacement algorithms, and I/O device models.
MPI-SIM simulates the application program by using direct execution to simulate local code fragments and parallel discrete-event simulation to simulate communication (point-point and collective operations) and I/O operations. The parallel simulation uses a set of parallel conservative synchronization protocols together with a number of optimizations to reduce the time to execute the simulation models.

MPI programs execute as a collection of single threaded processes, and, in general, the host machine will have fewer processors than the target machine (for sequential simulation, the host machine has only one processor). This requires that the simulator support multithreaded execution of MPI programs. MPI-LITE, a portable library for multithreaded execution of MPI programs, has been developed for this purpose. A preprocessor replaces all MPI calls by equivalent calls to corresponding routines in the simulator. The simulator does not directly simulate every MPI call. Rather, all collective communication functions first are translated by the simulator in terms of point-to-point communication functions, and all point-to-point communication functions are implemented using a set of core non-blocking MPI functions. Note that the translation of collective communication functions in the simulator is identical to how they are implemented on the target architecture. MPI-SIM has been validated against the NAS MPI benchmarks and has demonstrated excellent performance improvement with parallel execution against these benchmarks [15].

Section 5 presents results on the scalability and performance of Sweep3D as predicted by MPI-SIM. A facility to simulate the task graph notation expressed as an MPI program is currently being developed. Although the use of direct execution speeds up the simulator, it also restricts its ability to evaluate the performance of the application as a function of alternative processor and memory subsystem designs. As described in the next section, POEMS is also developing a simulator for the processor and memory subsystems as part of its hardware domain models. These models will be integrated with MPI-SIM to predict the performance of actual programs or program designs as a function of proposed next-generation processor and memory designs.

### 4.4 Instruction-level Analysis of the Memory Hierarchy

The POEMS modeling environment is being designed to allow a user to define the computer architecture to be modeled and the modeling methodology to be used. To do this, the user parametrically defines the hardware subsystem on which a task is to execute and the attributes required to define the methodology to be used to compute the task execution time. A task is defined to be a computational unit that does not include interprocessor communication. Task execution time is evaluated by instruction-level simulation of the CPU and access-level simulation of the memory hierarchy. For enhanced throughput, performance database query lookup will be used to compute task execution times for specific configurations of hardware subsystems.

Three types of instruction-level CPU simulation are being considered: instruction-driven, execution-driven, and trace-driven. Instruction-driven simulation (IDS) of the CPU can be enhanced to include simulation of instruction-level parallelism (ILP). This IDS-ILP modeling has been shown to be essential for accurate evaluation of task execution times [14] and validation of analytical models. Modeling of the micro-architecture guarantees an accurate delivery sequence of memory addresses to the memory hierarchy simulator. Because a computational unit is executed each time a simulation is run, IDS-ILP captures both the dynamics of the application code and the memory reference behavior.

Execution-driven simulation (EDS) also captures the dynamics of the application code. However, EDS provides task execution time evaluation only for processors with instruction sets identical to that of the host architecture. EDS platforms commonly described in the literature do not model the micro-architecture. Even with its limitations, EDS of a processor has proven to be helpful in analyzing discrepancies between measured and simulated execution times of Sweep3D tasks.

Trace-driven simulation (TDS) is independent of the host architecture and is attractive because of the speed with which addresses can be delivered to the memory hierarchy simulator. However, for processors with ILP, a simple playback of the recorded trace does not provide an accurate delivery sequence of memory address to the memory hierarchy simulator [21]. In addition, since TDS is driven by a memory address trace that is recorded from a single execution of a program it may not capture the dynamics of the application code [22] and the recorded trace may have large storage requirements, even when compressed.

For the large applications targeted for the POEMS modeling system, simulation throughput will be enhanced with a performance database that can be used to compute task execution times for specific hardware subsystems. These task execution times and associated execution characteristics, such as cache and TLB hit rates, will be obtained using system measurements and subsystem simulation.

As described in section 2.2, this multi-paradigm modeling capability will be supported in POEMS by using
a Task Execution Description (TED) associated with each node in an application’s task dependency graph. If task execution time is to be evaluated by IDS, IDS-ILP, or EDS, the TED includes the name of the simulator and pointers to the executable image of the application code stored in the simulated memory of each simulated processor. If task execution time is to be evaluated by TDS, the TED includes the names of both the simulator and the file containing the memory address trace of the task. If the task execution time is to be evaluated by a database query, the task identifier and the hardware configuration attributes in the TED are used to perform the lookup.

5. Preliminary Results for Sweep3D

This section summarizes results from the application of a subset of the tools described in the previous section to study the performance of the Sweep3D application. The MPI code previously developed for this application was the point of departure for the study. The original application was written using Fortran. A version was generated in MPI with C to allow the application to be evaluated with the simulator. The goal of the initial study was to investigate how well Sweep3D performance scales with the number of processors on the IBM SP/2 and the SGI Origin2000. Availability of both Fortran and C versions of the program allow us to investigate this question for both implementations.

Clearly, measurement is restricted by both the size and the IPC characteristics of the available hardware. By using the LogP/LoPC model and the MPI-SIM simulator performance scalability for larger numbers of processors and improved communication primitives can be evaluated.

The Sweep3D task graph aided in developing the LogP/LoPC model as well as in measuring the parameter values (e.g., computation granularity of the code) for all of the models. Preliminary results of the analytical and simulation studies are discussed below.

Figure 6 shows the validation of the LogP/LoPC model against SGI Origin2000 measurements. The problem size per processor is fixed in this experiment (i.e., the total problem size increases with the number of processors). Since the length of the critical path is equal to the sum of the dimensions of the grid, the runtime should increase linearly in \( P_x + P_y \), as is observed. Furthermore, the breakdown of the total computation time and communication time predicted by the model shows that Sweep3D is heavily cpu-bound. Details of a scalability study of Sweep3D using the LogP model can be found in [10].

Validations of the LogP/LoPC model and the MPI-SIM

![Figure 6. LogP/LoPC Model Validation on SGI Origin2000. (subgrid size: 5x5x10, k-blocking factor=1, single octant execution time)](image1)

![Figure 7. LogP/LoPC Model Validation on an IBM SP/2. (grid size: 50x50x50, k-blocking factor=10, angle-blocking factor=3)](image2)

![Figure 8. MPI-SIM Model Validation and Scalability Results on an IBM SP/2. (grid size: 50x50x50, k-blocking factor=10, angle-blocking factor=3)](image3)
model against the SP/2 measurements, for fixed total problem size, are shown in figures 7 and 8, respectively. We are currently investigating why the model estimates for the SP/2 architecture appear to be high by a nearly constant factor of 1 second. In any case, the simple analytical model appears to predict the performance behavior to within this constant factor extremely well, and the MPI-SIM model produces extremely accurate results.

As shown in figures 9 and 10, the performance of Sweep3D as a function of message latencies has been investigated. Five different latencies were used for these studies: 0, sp, 10sp, 50sp, and 100sp, where sp is the current latency on the SP/2. Surprisingly, the actual SP/2 latency appears to have very small impact on the execution time of the Sweep3D kernel for configurations with up to 64 processors (as shown by both the MPI-SIM and LoPC predictions). For the MPI-SIM experiment based on the C version of Sweep3D, the differences in performance only became apparent when the latency was increased to 50 times that of an SP/2. The LoPC results based on the Fortran version of Sweep3D show that the execution time is a bit more sensitive to message latency, which makes sense given the smaller overall execution time of the Fortran code.

6. Related Work

The conceptual breadth of the POEMS project makes the list of related research topics far too long to permit an extensive review in this paper. A more extensive but still far from comprehensive survey of related work and a list of references can be found on the POEMS project web page: (http://www.cs.utexas.edu/users/poems). The references cited in this section are the most pertinent sources of concepts.

The conceptual framework for POEMS is a synthesis from models of naming and communication [6, Bayerdorffer 95], Computer-Aided Design (CAD), software frameworks, parallel computation [12], object-oriented analysis [19], data mediation [24] and intelligent agents. There are many research projects focusing on performance modeling. The most closely related projects to POEMS are probably the Maisie parallel discrete-event simulation framework and its use in parallel program simulation [4, 15], SimOS [18], and RSIM [13] and the earlier work in program simulators, direct execution simulators, and parallel discrete-event simulation.

The conceptual extensions offered by POEMS are a formal specification language for composition of system models and integration of multiple paradigms for model evaluation. The alternative modeling paradigms support validation and allow different levels of analyses of existing and future application programs within a common framework.

There are many effective commercial products for simulation modeling of computer and communication systems. The March 1994 IEEE Communications Magazine presents a survey of commercial products.

7. Conclusions

The POEMS project is creating a problem solving environment for end-to-end performance models of complex parallel and distributed systems and applying this environment for performance prediction of application software to current and future generations of such systems. This paper has described the key components of the POEMS framework: a generalized task graph model for describing parallel computations, automatic generation of the task graph by a parallelizing compiler, a specification language for mapping the computation on component models from the operating system and
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